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Rationale

“… accomplish joint operational 
exploitation of a science-based limited-
area NWP system … and a suitable 
HPC infrastructure.”

• Value for money

• Sharing expertise

• Improved weather guidance

• ”Taking weather forecasting to the next level”
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The collaboration

• Meeting of 10 – Feb 2018

• UWC-West MOU signed July 2018

• UWC-West agreement – April 2020

• HPE awarded contract – Sept 2021
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Status: computer

• Two HPE Cray systems, one dedicated to operational weather 
forecasting and another for weather and climate research

• Announced November 2021

• https://www.met.ie/joining-forces-in-weather-forecasting-and-climate-research

• https://www.hpe.com/us/en/newsroom/press-release/2021/11/hewlett-
packard-enterprise-builds-supercomputer-to-improve-weather-predictions-for-
denmark-iceland-ireland-and-the-netherlands.html

• For various reasons timelines have slipped

• Expect to accept in January 2023
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Status: computer

• Test and development system (TDS) arrived in April
• Technical testing

• Hardware installation has commenced

• Expect first access mid-October

• SAT end of November followed by trial period in December
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Development environment
All developments managed by GitLab CI/CD pipelines
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Development environment
Continuous Integration using bespoke checks & tests
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Development environment
Continuous Deployment – using Ansible (AWX)
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Building blocks

• SAPP

• ECPDS

• Physiography

• gridPP
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The NWP System

• Harmonie-Arome
• 43h2.1.1

• 3D-Var

• 2.0 km horizontal grid

• 90 vertical levels

• Continuous EPS for DINI
• 1+5 EPS updated each hour

• SPP perturbations

• IFS-ENS LBCs

• Deterministic for IG
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The common model - progress

• Forecast model testing underway

• Data assimilation and observations

• EPS tests coming soon
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The users

• Early Common DINI Suite 
(ECDS) running since 
September 2021

• Provides
• common development focus

• data for technical testing

• common model for weekly 
forecaster feedback 
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Thank you for your attention

Questions?
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